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Abstract - In recent years, hand gesture recognition has gained significant attention, researchers are now 

developing Human-Computer Interfaces that are simple, efficient, and do not require any intermediary device 

between user and computing environment. In this context, we present a vision-based dynamic gesture recognition 

system that uses a set of textural features to characterize the gestures, and two variants of Artificial Neural 

Network to predict the labels in classification phase. Experiments done on a user-independent database with a 

simple background show that used methods are efficient and perform well with higher accuracy than some 

previous works. 
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I. INTRODUCTION 

In last decades, Human-Computer Interaction was 

mainly based on keyboards and mouses, but due to the 

development of software and hardware, these devices 

seem nowadays obsolete with an unintuitive interface. 

Eventually, researchers focused on designing 

interfaces capable of satisfying the expected 

performance and intuitiveness such as interfaces based 

on gestures [1]. Gesture recognition has become then 

a very active research area in computer science, which 

employs mathematical algorithms to understand 

human gesture and make Human-Computer 

Interaction (HCI) as simple and natural as Human-

Human Interaction (HHI), gestures that originate from 

the hand or face convey lot of meaningful 

informations and are instinctively used by humans 

when communicating [2]. 

Early gesture recognition systems used wearable 

devices, such as data gloves to determine the position 

and shape of the hand, then transmit this data to the 

computing environment for processing, these methods 

are very efficient in characterizing hand gestures and 

achieve good recognition rates but they are expensive 

and require the user to wear special equipment 

whenever they want to interact with a computer [3]. 

However, vision-based approaches do not require any 

mechanical device, the hand gesture is directly 

captured using a camera, so users can interact with the 

computer without any contact, this approach allows 

natural and flexible interaction but it requires 

additional processing to detect and characterize the 

hand region, thus robust and fast methods are needed. 

Vision based hand gesture recognition can be used in 

many applications such as robot control, video games, 

navigating in virtual environment, change radio 

station in a car, or in medical systems by allowing the 

medical staff to use machines and interact with 

instruments without any contact which can minimize 

contamination and spread of an infection [4]. 

Hand gestures can be either static or dynamic, the 

static form, also called posture, is represented by 

single image containing the spatial aspect of the 

gesture such as the orientation and position of the 

hand, whereas the dynamic form is defined by a 

sequence of postures over time, so characterizing 

dynamic gestures is harder as it requires the study of 

both spatial and temporal aspects of the hand gesture 

[5]. Researchers developed many algorithms to 

characterize and classify hand gestures in both forms, 

in [6], authors implemented a real-time dynamic hand 

gesture recognition system using a Kinect camera, this 
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system is composed of 3 main components, first is 

gesture spotting using skeleton tracking, second is 

features extraction where the dynamic gesture is 

represented according to the orientation feature, and 

the last component is classification phase using 

Support Vector Machine classifier, this system 

obtained 95.42% accuracy rate on a recorded dataset 

of 10 numbers and 26 alphabet letters. In [7], a 

dynamic gesture based system for robot navigation is 

proposed, the robot uses a RGB-D camera to capture 

both depth and color images, which are used for 3D 

hand tracking, the resulting motion trajectory is 

converted to a feature vector and classified using 

Hidden Markov Model, this system obtained a 98% 

recognition rate when tested on dataset containing 6 

gestures to control the actions of robot performed by 

right hand and one gesture performed by left hand to 

control the speed of robot. In [8], authors proposed a 

gesture recognition system that is able to classify 

digits from 11 to 20 performed against uniform and 

complex backgrounds, the algorithm is based on chain 

code to capture the hand flow and create a motion 

curve in spatiotemporal volume, for classification, 

Principal Component Analysis was used to achieve 

94% accuracy. Authors in [9] developed a new 

method for dynamic gesture recognition using the 

position, and angle of fingertips and finger roots, this 

system uses a skin color-based threshold for image 

segmentation which is YCbCr spatial threshold, the 

segmented image is characterized using edge 

detection, then, the coordinates of fingertip and finger 

roots are extracted from the contours map, finally, 

classification step is performed using a binary 

decision tree, this method was tested on a recorded 

database containing 9 dynamic gestures and obtained 

97% accuracy. In [10], a performance comparison 

between appearance features such as Local Binary 

Pattern (LBP) and geometric moments (GM) for 

gesture recognition was performed, the classification 

phase used Hidden Markov Model, results show that 

LBP features performed better then GM, authors also 

investigated the combination of both features and 

added Principal Component Analysis to reduce the 

dimension of resulting features, this combination 

recognized all gesture from test data except one giving 

a recognition rate of 99.75%. In [11], a newly 

improved LBP is proposed with several advantages 

such as better illumination consistency and better 

robustness on constant regions, this descriptor was 

paired with Adaboost algorithm for classifying a 

recorded set of 12 gestures representing digits from 0 

to 10 and “ok” gesture, this system proved to be very 

efficient and robust. In [12], authors presented a new 

implementation to improve the LBP operator by 

drawing radial lines from the center of the image at 

fixed angles, feature vector represents the histogram 

computed for each radial line drawn on the input 

image, experiments using SVM classifier show very 

good recognition rates for a recorded dataset where all 

gestures were correctly classified. In [13], a gesture 

recognition system based on Local Binary Pattern and 

Support Vector Machine classifier is proposed, the 

performance of this system was tested on NUS gesture 

database which contains 10 gestures with 24 

repetitions, but to improve training efficiency, authors 

added 51 repetitions per class resulting in a total of 75 

repetitions, the average recognition rate obtained was 

equal to 93%.  

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Block diagram of the proposed gesture recognition system 

In this paper, we present a recognition system for 

dynamic gestures in video sequences recorded using a 

single camera with low resolution, this dataset 

contains four distinct gestures repeated 12 times, and 

each repetition is performed by a different person, to 

characterize these gestures, we used mainly 

descriptors capable of retrieving textural features 

namely the Local Binary Pattern (LBP), Rotation 

Invariant and Uniform LBP (LBP
riu2

), Center 

Symmetric LBP (CS-LBP), and Edge Histogram 
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Descriptor (EHD). For classification, we compared 

the performance given by two Artificial Neural 

Networks (ANN) which are MultiLayer Perceptron 

(MLP) and Radial Basis Function neural network 

(RBF). Fig.1 shows the main steps of the proposed 

system. 

The contributions of this study consist of :                

(1) comparing the performance and speed of several 

texture-based descriptors for features extraction, and 

two ANN for classification, (2) illustrating the 

efficiency of LBP and LBP
riu2 

descriptors with only 

four neighbors, (3) demonstrating the performance 

gain for EHD when used with Sobel filters for edge 

detection step, (4) demonstrating the importance of 

applying texture-based descriptors to segmented 

images with grayscale foreground. 

The remainder of this paper is structured as 

follows. Section II describes the theory of the methods 

used to characterize our gestures, MLP and RBF 

classifiers are presented in Section III. Section IV 

describes the dynamic gesture database, as well as, the 

obtained results, and finally, Section V concludes this 

paper. 

II. FEATURES EXTRACTION 

The characterization module generates a 

descriptor vector that describes the gesture using 

different types of features such as color, shape, 

texture or motion [14], this vector simplifies the 

discrimination between the sequences of all classes, 

the descriptors used in our paper extract textural 

features. 

A) Local Binary Pattern (LBP) 

LBP descriptor was presented by Ojala et al. in 

1996; its main idea is to characterize each pixel of the 

image based on the grayscale values of its neighbors 

[15].  

Initially, the image is divided into 3×3 

overlapping blocks, and for each block, the eight 

neighbor pixels are thresholded by the central pixel, 

the resulting value is ‘1’ if the neighbor is superior 

and ‘0’ otherwise. The thresholded values are, then, 

multiplied by powers of two and summed to give the 

LBP code for that window. Fig. 2 summarizes the 

computation of the LBP code for 3×3 neighborhood 

[15]. 

 

Example  Binary  Weights 

7 1 2 1 0 0 1 2 4 

9 4 5 1  1 128  8 

4 5 3 1 1 0 64 32 16 

             LBP = 1+8+32+64+128 = 233 

Fig. 2. Computation of the LBP operator. 

The LBP descriptor for the whole image 

represents the histogram accumulated from the LBP 

codes of all windows and its size is then 2
8
=256. 

 The original LBP was later extended to support 

different number of neighbors by using a circular and 

symmetric neighborhood defined by the radius R and 

number of sampling points P [16] as shown in (1). 

 

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gc represents the value of the central pixel and gp 

represents the value of the neighbor pixel. The 

descriptor size given by this new LBP is equal to 2
P
. 

B) Rotation invariant and uniform LBP (LBP
riu2

) 

The LBP
riu2

 was developed to provide rotation 

invariance with few spatial transitions and very 

compact histogram [16]. As for the original LBP 

descriptor, the neighbors are thresholded by the 

center pixel to give a binary matrix. If there are at 

most two transitions 0 to 1 or 1 to 0 then the patterns 

are considered as “uniform” and the LBP
riu2

 operator 

equals to the sum of all eight binary values as shown 

in (3). 
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 (4) 

The LBP
riu2

 descriptor for the whole image 

represents the histogram accumulated from the LBP 

codes of all windows and its size is P+2. Fig. 3 shows 

two examples of computation of the LBP
riu2

, the first 



LOCAL BINARY PATTERN AND EDGE HISTOGRAM DESCRIPTOR FOR DYNAMIC HAND GESTURE RECOGNITION                                                                      29 

 

with uniform patterns and the second with non-

uniform patterns. 

Example  Binary 

8 1 3 1 0 0 Uniform pattern 

8 5 2 1  0 Binary code = 10001111 

6 7 9 1 1 1 2 transitions so LBPriu2 = 5 

 

Example 

 

 

Binary 

7 1 2 1 0 0 Non-Uniform pattern 

9 4 5 1  1 Binary code = 10010111 

4 5 3 1 1 0 4 transitions so LBPriu2 = 9 

Fig. 3. Computation of the LBPriu2 operator. 

C) Center-Symmetric LBP (CS-LBP) 

Heikkilä et al. introduced the CS-LBP in 2006. It 

provides many new features compared to the original 

LBP such as robustness on flat regions and to 

illumination changes and a shorter histogram [17].  

Instead of comparing the neighbor pixels to the 

center pixel, the CS-LBP operator compares each 

pixel to the symmetrical pixel with respect to the 

center pixel, the result is then thresholded by a small 

value T, the operator is thus given by : 

 




 

1  (P/2)

0  p

p
(P/2)  ppRP, 2   Tgg  s LBP-CS  (5) 
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)x( s  (6) 

gp and gp+(P/2) represent the pairs of center-

symmetric pixels. The histogram produced from the 

image is very compact (2
P
/2) compared to the original 

LBP (2
P
) but it can still provide very good image 

characterization [17].  

The computation steps of the CS-LBP code for 

3×3 neighborhood are presented in Fig. 4. 

 
Example  

7 1 2 CS-LBP = 1+0+0+8 = 9 

5 4 9  

4 5 3  

Fig. 4. Computation of the CS-LBP operator with T=0. 

D) Edge Histogram Descriptor (EHD) 

The EHD is a widely used method for shape 

detection, which represents the frequency of 

occurrence of five different types of edges in a local 

area of an image [18]. 

Initially, the image is divided into N×N sub-

images, and for each sub-image, five histograms are 

generated for all five types of edges namely 

(horizontal, vertical, diagonals and non-directional) 

as shown in Fig. 5. 

 

Vertical Horizontal   45-

degree         

edge 

135-

degree 

edge 

Non-

directional 

Fig. 5. The five edges used in the EHD. 

The fastest method to extract the five histograms 

is to use digital filters approximating the five types of 

edges as shown in Fig. 6, so each sub-image is 

convolved with all five filters giving five edge 

strengths as demonstrated in (7) [18]. 

Vertical Horizontal 45°        

edge 

135° 

edge 

Non-     

directional 

Fig. 6. Digital filters used for edge detection. 

K  IS   (7) 

Where I represents the image, K represents one of 

the five digital filters and S the strength of the 

corresponding edge. 

Once all edge strengths extracted from the image, 

five histograms representing five edges are 

accumulated for each sub-image, the concatenation of 

these histograms define EHD for the whole image 

and its size is then N×N×5. 

All the histograms extracted using the descriptors 

described above characterize a single image but since 

we are working with a dynamic database and each 

sequence contains 55 frames, therefore, the descriptor 

vector characterizing a complete sequence is defined 

as the concatenation of individual histograms to 

simulate the temporal evolution of the frames. Fig. 7 

shows a histogram example of a sequence extracted 

using the   CS-LBP descriptor. 
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Fig. 7. Histogram of one sequence using CS-LBP descriptor. 

III. ARTIFICIAL NEURAL NETWORK (ANN) FOR 

GESTURE RECOGNITION 

ANN is a tool that uses mathematical operations 

to model the human’s biological neurons; so 

basically, it is a web of interconnected processing 

elements ‘PEs’ that sum the signals using a nonlinear 

function to produce an output. This output becomes 

then the input for another PE [19]. 

Many ANN are used in literature for pattern 

recognition, in our paper, we opted for the 

MultiLayer Perceptron (MLP) and the Radial Basis 

Function (RBF) networks. 

A) MultiLayer Perceptron (MLP) 

The MLP consists of at least three layers : an 

input layer, a hidden layer constituted of nonlinear 

sigmoid PEs and an output layer constituted of linear 

identity PEs. The topology of the MLP is shown in 

Fig. 8. 

 

  

 

 

     

 

 

 

Fig. 8. MLP architecture with n inputs, two hidden layers, and 

two outputs. 

Each PE calculates the sum of its weighted input 

signals and uses an activation function to map the 

results into the desired range [20] : 














 



n

0  i

 θy ii xw  (8) 

where y represents the output of the PE, xi are the 

inputs, wi are the weights, n is the number of inputs 

and θ is the activation function which can be linear, 

sigmoid or Gaussian [20]. 

 Conjugate gradient backpropagation with Powell-

Beale restarts 

The backpropagation approach is used to 

minimize the mean squared error ‘MSE’ between the 

desired output and the actual output of the PE by 

readjusting the weights and biases, the PE sums then 

the inputs with the new weights to give new output 

that is closer to the desired output, the error between 

the outputs is computed according to (9). 

    




m

j

jj nyndnE

1  

2 
2

1
)(  (9) 

where m represents the total number of the output 

neurons, n is the current training sample, d and y are, 

respectively, the desired output and the actual output. 

The conjugate gradient methods reset the search 

direction every N iterations where N is the number of 

variables (weights and biases), but to improve the 

training efficiency, Beale et al. proposed an approach 

that restarts when the orthogonality between two 

consecutive gradients is lost, so if (10) is satisfied, the 

search direction is restarted [21]. 

2
1     2.0 kk

T
k ggg   (10) 

where k is the current iteration and gk = ∂E(n) / ∂wij 

(n)   

B) Radial Basis Function (RBF) 

Like the MLP, the RBF is a multilayer neural 

network but has only one hidden layer, also, the RBF 

network learns faster due to the absence of the 

iterative method [22].  

The hidden layer is composed of RBF neurons 

that transform the inputs using a nonlinear activation 

function, each PE calculates the distance between the 

input and its center using a gaussian function as show 

in (12), the resulting value is bigger when the input is 

closer to the center [23]. This distance is defined by : 

      xxd  (11) 
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where x is the input vector, μ and σ are, 

respectively, the center and the width of the gaussian 

function. 

The output layer calculates the linear 

combination of its inputs [23]. 

    




N

i

ii xwxy

1  

      (13) 

where x is the input vector, wi are the weights of 

the connections between the hidden and the output 

layers and N is the number of the RBF neurons. 

The RBF neural network uses hybrid learning 

where the gaussian parameters (center and width) are 

determined using unsupervised learning, then, the 

weights connecting the hidden and output layers are 

computed using supervised approach [23].  

IV. SIMULATION RESULTS 

We present in this section the simulation results 

obtained using the proposed gesture recognition 

system, all tests were performed on a laptop equipped 

with 4 GO of ram and i3-4030u processor. 

The first task consists of extracting the feature 

vectors containing the relevant informations from our 

video sequences using different descriptors namely 

LBP, LBP
riu2

, CS-LBP and EHD. Then, the 

recognition rate is computed using two classifiers, the 

MLP and the RBF neural networks. The next step 

consists of optimizing our classifiers and descriptors 

by finding the optimal values of the parameters to 

obtain the best recognition rate possible. 

A) Dataset description 

We used in our paper the dynamic gesture 

database available in [24] which contains 4 gestures 

as shown in Fig. 9, each class includes 12 video 

sequences performed by 12 different persons, and 55 

frames were extracted from each sequence giving a 

total of 2640 images. All images have the same low 

resolution of 62×58 pixels, and all images have been 

converted from RGB to grayscale. 

To evaluate the performance of our system, we 

used 6 sequences from each gesture to train our 

classifiers (MLP and RBF) and we used the 6 

remaining sequences for the test phase. 

B) Implemented technique 

The first step consists of characterizing each 

sequence from our database using different 

descriptors described in section II. Each technique 

provides us with a unique vector with a different size 

from the other descriptors. For example, the CS-LBP 

produces a very compact histogram of 16 values per 

frame, so, one sequence of 55 frames is represented 

by 880 values, in comparison, basic LBP produces a 

histogram of 256 values, which results in a very long 

vector of 14080 values per sequence. The second step 

consists of dividing the resulting vectors into training 

data and test data, in our case; we used half the data 

for training and the remaining half for testing, 

meaning that six sequences from each class were used 

for either train or test. For the last step, the average 

recognition rate was computed for each descriptor 

using MLP or RBF; these classifiers will use training 

data to build a prediction model that will be used to 

predict the class of each sequence from test dataset, 

the number of correct predictions divided by the total 

number of test sequences represents the average 

recognition rate. 

 

        

Fig. 9. Few frames from each gesture. 

For features extraction, we applied the basic LBP 

and LBP
riu2

 descriptors to all sequences using a radius 

equals to 1 and 8 neighbors (R=1, P=8), Fig. 10 

shows an example using basic LBP descriptor applied 

to a sequence from Clic gesture, we notice that the 

LBP code that characterizes this sequence is very 

long.  

To reduce the size of this vector, we investigate a 

variant of the basic LBP with similar radius and 4 

neighbors (R=1, P=4) which reduces total size of the 

       

Frames from the Clic gesture. 

       
Frames from the No gesture. 

       
Frames from the Rotate gesture. 

       
Frames from the Stop/Grasp gesture. 
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CS-LBP1 = s(180-182) × 20 

                + s(180-181) × 21 

                + s(181-180) × 22 

                + s(183-181) × 23 

CS-LBP1 = 0 + 0 + 4 + 8 = 12 

 

CS-LBP2 = s(88-159) × 20 

                + s(81-102) × 21 

                + s(127-81) × 22 

                + s(141-82) × 23 

CS-LBP2 = 0 + 0 + 4 + 8 = 12 

  

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

vector by a factor of 2
4
. These two configurations 

were also used for the LBP
riu2

. 

 

 

 

 

 

           

     
 

  

Fig. 10. Basic LBP applied to a sequence from ‘Clic’ gesture. 

For CS-LBP, we used the standard configuration 

which produces a compact histogram similar in size 

to the 4 neighbors configuration of basic LBP, and to 

improve robustness on flat regions, we investigate 

different values of thresholds.  

Left table of Fig. 11 shows a small region 

extracted from a frame resenting ‘Clic’ gesture, 

grayscale values in this region are supposed to be 

constant because the background is uniform but 

because of the noise and the low resolution. We 

notice that it is not the case which means that flat 

regions will contribute to the histogram with wrong 

and random values.  

For example, we compare the CS-LBP code of 

two small regions, the first one on the left represents 

a flat region, whereas the second one represents an 

edge, we notice that the code for both regions is 

equal, yet these regions are completely different, to 

solve this problem, a small threshold is considered to 

make the code on flat regions equals to 0. 

For EHD, we extracted five types of edges using 

the 2×2 filters defined in [18], resulting gradient 

image is shown in Fig. 12 we can see that the hand’s 

shape is not well defined, to solve this problem, we 

investigate the 3×3 Sobel filters, which are widely 

used in edge detection.  

When we compare gradients from both filters, we 

notice that the obtained image using Sobel filters 

have clearer edges. 

 

 

         

 

 

 

 

 

 

 

 

Fig. 11. Comparison between CS-LBP code of a flat region 

and edge. 

 

 
Original image 

 

                                
     Default filters      Sobel filters  

Fig. 12. Comparison between default and Sobel filters. 

For test phase, we tuned the parameters of our 

classifiers to obtain the most optimized configuration 

that provides best recognition rate. For the MLP, we 

varied the number of neurons in the hidden layer in 

the range [1:1:200], and for the RBF, the width of the 

gaussian function was varied in the range 

[0.01:0.05:10] and the number of neurons in the 

hidden layer was varied in the range [1:1:100]. 

Finally, we investigate the addition of a widely 

used and important pre-processing step which is 

image segmentation, in the first experiments, we 

directly extracted features from grayscale images, so 

the only pre-processing performed was conversion 

from RGB to grayscale, we added a segmentation 

step before features extraction to verify if better 

results can be achieved. There are many developed 

algorithms for image segmentation based on either 

region or edge [25], we opted for a region-based 

180 180 181 

181 181 183 

180 181 182 

88 81 127 

82 86 141 

81 102 159 
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method that is widely used due to its simplicity and 

speed, this method is called k-means clustering, its 

main idea is to split the input image into several 

groups or clusters where the average squared distance 

between points in the same cluster is minimal, in our 

case, we chose two clusters (gesture and 

background). This algorithm was improved to a faster 

and more accurate version called k-means++ [26]. 

Fig. 13 shows the result of splitting an image into 2 

clusters using k-means++ method, we notice that 

pixel values of the segmented image are equal to ‘0’ 

for the background and ‘1’ for the foreground, so in 

the features extraction phase, the three LBP 

descriptors will not be able to analyze the structure of 

the hand in foreground because all pixel values are 

equal to ‘1’, instead, the LBP descriptors will produce 

codes equal to 0, to solve this problem, the grayscale 

image and segmented image are combined to produce 

a background with values equal to ‘0’ and foreground 

with grayscale values, this approach is shown in the 

right part of Fig. 13. 

 

 

 
        Original image 

 

 

                
           Segmented image                    Segmented image 

            grayscale foreground 

 

Fig. 13. Image segmentation using K-means++ approach 

C) Simulation results and discussions 

Recognition rates were computed for each 

descriptor with various configurations and using 

either MLP or RBF classifiers with different 

parameters. Fig. 14 shows obtained accuracy rates for 

basic LBP descriptor with 8 neighbors and a radius 

equals to 1 (P=8, R=1) combined to MLP classifier 

with different number of neurons in hidden layer and 

conjugate gradient with Powell-Beale restarts, we 

compared recognition rates obtained using this 

method with other training techniques such as 

gradient descent and resilient backpropagation, best 

accuracy rates and execution times are shown in 

Table I.  

     
 

Fig. 14. Recognition rates for basic LBP descriptor using the 

MLP. 

TABLE I. RECOGNITION RATES AND EXECUTION TIMES OBTAINED 

USING THE BASIC LBP AND DIFFERENT TRAINING FUNCTIONS. 

 

Results in Table I show that a similar recognition 

rate of 83.33% was achieved when using either 

gradient descent or conjugate gradient but with big 

difference in training time, while the conjugate 

gradient took 5.6 seconds, the gradient descent spent 

seconds to train the model. Moreover, the resilient 

backpropagation achieved 75% recognition rate with 

very fast training time of seconds, so the conjugate 

gradient with Powell-Beale restarts was used as a 

training function for MLP since it provides very good 

recognition rate and fast training and testing times. 

 Fig. 15 shows results obtained using the same 

architecture but with RBF classifier for which the 

spread and number of neurons in hidden layer were 

varied. 

Expermiments done using the basic LBP with 8 

neighbors show good recognition rates for both the 

MLP and the RBF approaches, where a RR of about 

83.33% was achieved for the MLP with 19 neurons in 

the hidden layer, and a higher RR of 87.5% was 

achieved using the RBF network for spread = 2.91 

and 22 neurons in the hidden layer. 

Time processing for both classifiers was long due 

to the large size of the feature vector given by this 

descriptor, as stated above, for the 8 neighbors 

configuration the size of the vector for one sequence 

contains 55×256 = 14080 values. To solve this 

problem, we used a variant with only 4 neighbors 

Training 

function 

MLP 

Recognition rate 

Training 

time 

Testing 

time 

Gradient 

Descent 
83.33 21.4 0.25 

Resilient 

Backpropagation 
75 2.9 0.25 

Powell-Beale 

restarts 
83.33 5.6 0.25 
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which gives a compact vector 24×55 = 880, results 

are shown in Table II. 

 

 

Fig. 15. Recognition rates for the basic LBP descriptor using RBF. 

Table II. Recognition rates obtained using the basic LBP. 

We notice that the use of basic LBP with 4 

neighbors achieves a high reduction of features vector 

size and improves the RR obtained. We run the same 

tests using the LBP
riu2

, obtained results are presented 

in Table III. 

TABLE III. RECOGNITION RATES OBTAINED USING LBPRIU2. 

Recognition rates obtained for the LBP
riu2

 are 

better than the basic LBP. Using the 4 neighbors 

variant with the RBF classifier achieves a maximum 

RR of 95.83%. 

Fig. 16 shows the obtained results for the CS-

LBP descriptor with different values of threshold ‘T’. 

 

Fig. 16. Recognition rates for CS-LBP with different thresholds. 

The maximum accuracy rate for the CS-LBP is 

about 95.83% and it was obtained using the MLP and 

RBF for a threshold ‘T = 2’. Fig. 17 shows the 

recognition rates achieved for the EHD when using 

the filters defined in Fig. 6 and Sobel filters. 

    

    

Fig. 17. Recognition rates for the EHD using MLP and RBF. 

 We notice that recognition rates obtained with 

Sobel filters are better for both classifiers MLP and 

RBF, the best RR achieved by both classifiers is 

95.83% wheras the highest RR achieved by the 

default filters is 91.67%. 

Table IV shows a comparison between 

recognition rates obtained for grayscale and 

segmented images, architecture 1 column show 

recognition rates for each descriptor applied directely 

to grayscale images without any additional pre-

processing, architecture 2 column present results for 

all descriptors applied to segmented images using k-

means++ algorithm, and finally, results of the 

combination of segmented and grayscale images are 

presented in the architecture 3 column. 

Features 

extraction 

method 

Classifiers 

MLP RBF 

LBP8.1 83.33 87.5 

LBP4.1 91.67 91.67 

Features 

extraction 

method 

Classifiers 

MLP  RBF 

riu2

8.1
LBP  83.33 75 

riu2

4.1
LBP  91.67 95.83 
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TABLE IV. RECOGNITION RATES OBTAINED USING SEGMENTED 

IMAGES. 

We notice that combining the background of 

segmented image and the foreground of grayscale 

image before applying any feature extraction method 

improves recognition rates for all descriptors. But 

when compared to features extraction without 

segmentation, we notice mixed results, for the 8 

neighbors configuration of both basic LBP and 

LBP
riu2

, the third architecture performed better than 

the first giving a maximum recognition rate of 

91.67% for basic LBP and 87.5% for LBP
riu2

. For CS-

LBP and the 4 neighbors configuration of basic LBP, 

similar results were obtained for first and third 

architectures with a recognition rate of 95.83% for 

CS-LBP and 91.67% for basic LBP. Finally, the first 

architecture performed better than the third when 

used with the 4 neighbors LBP
riu2

 and EHD. 

Tables V and VI show the processing time taken 

by our system to extract and then classify relevant 

features from all sequences using the MLP and RBF 

classifiers, respectively.  

TABLE V. TIME PROCESSING FOR EACH DESCRIPTOR FOR MLP 

CLASSIFIER (IN SECONDS). 

The feature extraction time represents the time 

taken by a descriptor to charecterize and transform a 

video sequence of 55 frames to a vector descriptor, 

this dataset contains a global of 48 video sequences. 

The time taken by classifiers to construct a 

classification model based on the given training data 

is referred to as train time, wheras, the time taken by 

this model to predict the class label of all sequences 

of test data is called test time. The results shown in 

these Tables are obtained using the first architecture, 

when adding the segmentation step before 

characterization, features extraction time increases 

only by 0.03 seconds, so times for second and third 

architectures were not included. 

TABLE VI. TIME PROCESSING FOR EACH DESCRIPTOR FOR RBF 

CLASSIFIER (IN SECONDS). 

 

We notice from these Tables that MLP classifier 

has longer training times than RBF but takes less time 

when testing, these results were consistent for all 

descriptors. We notice that LBP with 8 neighbors 

takes a long time for training using either MLP or 

RBF, which is, mainly, due to the large data size 

14080 values to charecterize one sequence, and by 

reducing the neighbors to only 4, there is a huge 

reduction in data size 880 values for one sequence 

resulting in a substantial reduction in training time. 

Best timings were obtained using CS-LBP and EHD 

for both classifiers, where the MLP takes 3 seconds 

for training and 0.24 seconds for testing, the RBF 

takes only 1 second for training and 0.37 seconds for 

testing. 

Table VII describes a comparison of our results 

with other works for the same database. 

TABLE VII. COMPARISON WITH PREVIOUS WORKS. 

Features 

extraction 

method 

Architecture 

1 

Architecture  

2 

Architecture  

3 

MLP  RBF MLP  RBF MLP  RBF 

LBP8.1 83.3 87.5 54.1 66.6 75 91.6 

LBP4.1 91.6 91.6 54.1 50 83.3 91.6 

riu2

8.1
LBP  83.3 75 79.1 70.8 83.3 87.5 

riu2

4.1
LBP  91.6 95.8 62.5 79.1 75 91.6 

CS-LBP 95.8 95.8 62.5 75 95.8 95.8 

EHD 91.6 95.8 45.8 83.3 58.3 91.6 

Descriptor 
Feature 

extraction 

Train 

time 

Test 

time 
Total 

LBP8.1 1.5 5.6 0.25 78 

LBP4.1 0.84 2.6 0.21 43 

riu2

8.1
LBP  1.02 2.2 0.24 51 

riu2

4.1
LBP  0.69 2.1 0.21 35 

CS-LBPT=2 0.22 3 0.24 13 

EHDN=3 0.2 3.1 0.24 13 

Descriptor 
Feature 

extraction 

Train 

time 

Test 

time 
Total 

LBP8.1 1.5 3.5 0.4 76 

LBP4.1 0.84 2 0.38 43 

riu2

8.1
LBP  1.02 1.7 0.4 52 

riu2

4.1
LBP  0.69 1.4 0.38 35 

CS-LBPT=2 0.22 1.09 0.37 12 

EHDN=1 0.18 0.95 0.37 10 

Reference Method 
Number of 

features 
RR (%) 

[27] 
3DHOG + 

3DHOOF 
4095 91.67 

[28] 

Contour-Based 

Similarity 

Images 

Not 

mentioned 
85.4 

[29] 
riu2

4 .1
LBP + RBF 330 95.83 

[29] EHD 275 95.83 

Proposed 

method 

K-means++ 

and CS-LBP 
880 95.83 

Proposed 

method 

K-means++ 

EHD + RBF 
275 91.67 
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From our analysis, we noticed that the three 

descriptors perform well on dynamic hand gesture 

database using MLP and RBF classifiers, where CS-

LBP and EHD give good efficiency with processing 

time of around 10 seconds, we also notice that adding 

a segmentation phase before features extraction 

improves the recognition rates for some descriptors. 

V. CONCLUSION 

In this paper, we have studied and implemented a 

dynamic gesture recognition system with uniform 

background, the used database contains video 

sequences with a very low resolution, and each 

sequence is performed by different persons.  

Different characterization techniques were 

implemented and evaluated by two variants of the 

ANN, which are the MLP network and the RBF 

network. Very good recognition rates were obtained 

for the LBP
riu2

, the CS-LBP and the EHD using Sobel 

filters where almost all sequences were correctly 

classified giving a maximum accuracy rate of 

95.83%, and 91.67% for the basic LBP. The MLP 

network outperformed the RBF network when using 

the LBP
riu2

 but for the other descriptors, they 

performed similarly. 

For future work, we aim to elaborate an 

automatic recognition system for dynamic gestures 

using uniform and complex background. In addition, 

other efficient classifiers could be investigated such 

as deep learning to ameliorate the recognition rate. 
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